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ABSTRACT

Acoustic wave heating is believed to contribute significantly to the missing energy input required to

maintain the solar chromosphere in its observed state. We studied the propagation of waves above the

acoustic cutoff in the upper photosphere into the chromosphere with ultraviolet and optical spectral

observations interpreted through comparison with three dimensional radiative magnetohydrodynamic

(rMHD) Bifrost models to constrain the heating contribution from acoustic waves in the solar at-

mosphere. Sit-and-stare observations taken with the Interface Region Imaging Spectrograph (IRIS)

and data from the Interferometric BIdimensional Spectrograph (IBIS) were used to provide the ob-

servational basis of this work. We compared the observations with synthetic observables derived from

the Bifrost solar atmospheric model. Our analysis of the Bifrost simulations show that internetwork

and enhanced network regions exhibit significantly different wave propagation properties, which are

important for the accurate wave flux estimates. The inferred wave energy fluxes based on our obser-

vations are not sufficient to maintain the solar chromosphere. We point out that the systematics of

the modeling approaches in the literature lead to differences which could determine the conclusions of

this type of studies, based on the same observations.

1. INTRODUCTION

The solar chromosphere has a higher temperature

than expected from radiative equilibrium (Withbroe &

Noyes 1977; Carlsson et al. 2019). The additional heat-

ing required to maintain the chromosphere in its ob-

served thermodynamic state is approximately a few to

tens of kW/m2, depending on the activity of the partic-

ular solar feature (Athay 1976; Dı́az Baso et al. 2021).

Understanding the primary heating sources is impor-

tant for modeling the solar chromosphere correctly, as

these will determine its structure and observed proper-

ties. This is an important astrophysical question beyond

the Sun, because stellar chromospheres are the source of

the UV continuum that influences their surrounding en-

vironment, e.g. dictates the atmospheric chemical com-

position of their exoplanets (Linsky 2017).
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Previous work has suggested that the two most viable

mechanisms to provide the missing heating in the solar

atmosphere is through stochastic release of stored mag-

netic energy or dissipation of magnetohydrodynamic

(MHD) waves. Release of magnetic energy – either

through current sheet dissipation (Socas-Navarro 2005;

Louis et al. 2021) or magnetic reconnection (Innes et al.

1997; Rouppe van der Voort et al. 2017) has been re-

ported throughout the chromosphere with limited global

heating implications. Conclusive observational evidence

of this heating process is still lacking, even if models pre-

dict it to be pervasive in the active Sun (da Silva Santos

et al. 2022).

In this paper we focus on the other possible heating

mechanism – acoustic wave energy dissipation. Chro-

mospheric heating by waves was proposed in the late

1940’s (Biermann 1946; Schatzman 1949) and has been

discussed extensively in the literature (see Aschwanden

2019, for a short review). Recent progress on constrain-

ing the wave heating in the solar chromosphere has been

enabled by the technological advances of adaptive op-
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2 Molnar et al.

tics, tunable filtergraphs and more sensitive ultraviolet

(UV) and near-infrared (IR) instruments. There are two

differing conclusions about the energetic significance of

acoustic waves in the lower solar atmosphere. In gen-

eral, the body of work based on high-cadence Doppler

velocity observations interpreted with a 1D static atmo-

spheric perturbative approach derive wave fluxes suf-

ficient to maintain the quiet chromosphere (e.g. Bello

González et al. 2009; Sobotka et al. 2016; Abbasvand

et al. 2020b). On the other hand, studies based on

Doppler velocities from and UV/mm continuum obser-

vations interpreted with 1D time-dependent radiative

hydrodynamic (rHD) models, well suited for chromo-

spheric studies, come to the opposite conclusion – acous-

tic waves do not carry sufficient energy flux to main-

tain the quiet chromosphere (Fossum & Carlsson 2005;

Carlsson et al. 2007; Molnar et al. 2021). However, the

latter studies have been critiqued for systematic biases

toward underestimating the acoustic flux (Wedemeyer-

Böhm et al. 2007).

For this project, we extended the previous work on

determining the acoustic wave flux in the chromosphere

with optical observations of Molnar et al. (2021) (hence-

forth Paper I) with UV data of the low and high chromo-

sphere from the Interface Region Imaging Spectrograph

(IRIS, De Pontieu et al. 2014). We also used 3D in-

stead of 1D radiative MHD (rMHD) models to interpret

the wave observations. This could be considered an ex-

tension of the similar work by Abbasvand et al. (2021)

with the inclusions of multiple spectral lines in the IRIS

UV spectral sampling interval, instead of relying on the

wings of the Mg II h and k lines. We argue that the in-

terpretation of the observed oscillatory signals requires

the use of 3D MHD models, contrary to 1D models used

in previous work. Wave modeling that relies on 1D semi-

empirical models (such as those of Fontenla et al. 2011)

calculate the properties of the observed waves as per-

turbations on a static atmosphere, which may be an

inaccurate approximation, if the dynamical oscillations

are maintaining the atmosphere in a dynamic state far

from equilibrium (see Bertschinger & Chevalier 1985, for

a treatment of the similar physical setting on Mira-like

stars).

This paper describes the observed wave properties in

the lower and upper chromosphere observed in the UV

with IRIS and tries to infer the energy flux of acoustic

waves propagating in these regions through comparison

with spectral synthesis from 3D rMHD Bifrost models

(Gudiksen et al. 2011). We compared those results with

diagnostics from the optical part of the spectrum ob-

tained with the Imaging BIdimensional Spectrograph

(IBIS, Cavallini 2006). The paper is organized in the

following way: Section 2 describes the UV and opti-

cal observations used throughout the paper; Section 3

presents the derived properties of the power spectra of

different diagnostics; Section 4 presents the wave diag-

nostics derived from synthetic observables from Bifrost

MHD enhanced network models; Section 5 discusses the

systematics between different modeling approaches. We

conclude with the wave-energy flux estimates in Sec-

tion 6 and discuss the implications our results in Sec-

tion 7.

2. OBSERVATIONS

To extend the previous work in Paper I, we use UV

spectral diagnostics observed with the IRIS spacecraft

to sample the upper chromospheric velocity and inten-

sity diagnostics. For this paper, we concentrate in this

paper on the Mn I 280.108 nm line (lower chromosphere,

Pereira et al. 2013), the Mg II h2 & k2 features (middle

chromosphere) and the Mg II h3 & k3 features (upper

chromosphere, Leenaarts et al. 2013). The IRIS data

archive offers a vast collection of observations contain-

ing this spectral line set. We compare the properties

of the UV data with the results from Paper I to obtain

new and more complete estimate for the energy fluxes

that acoustic waves are carrying and the possible chro-

mospheric heating implications.

Throughout the paper we will discuss two different

types of solar features: internetwork and plage. These

regions harbor weak magnetic fields in the case of inter-

network and stronger magnetic fields in the case of the

plage. The choice of these two types of solar surface is

based on their relative simple discrimination from the

rest of the solar structures. Furthermore, in the inter-

network we didn’t expect the weak magnetic field to be

significant for the wave propagation. In the case of the

plage, previous work showed the ubiquity of fluctuation

signatures and a mostly vertical magnetic field (Pietrow

et al. 2020; Anan et al. 2021), which could harbor MHD

wave modes.

2.1. Processing of the IRIS data

Date Start [UT] End [UT] Cadence [s] Solar feature

20131116 07:33 08:08 17.0 Internetwork

20140918 10:19 12:16 9.4 Plage

Table 1. IRIS observations used in this work.
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Figure 1. The data used in this study comes from two different regions – internetwork (left column) and plage (right column),
where the dark line across the center of the image is the actual slit. The left column shows observations of an internetwork
region from 2013 November 16; the right column of a plage region observations from 2014 September 18 (see Table 2.1). The
top row (a) are slit-jaw images in the 279.6 nm spectral window for the internetwork (left) and plage (right). Row (b) show the
relative intensity variations (to the mean intensity at the particular slit position) at the core of the Mn I 280.19 nm line. Rows
(c) and (d) show the Doppler velocities derived from the Mn I 280.19 nm line and the Mg II k3 feature, respectively. All panels
present along their x-axis the slit dimension.
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We use the level 2 spectral rasters from the IRIS

online data archive1 for this analysis. The particular

datasets used in this study are described in Table 2.1.

We chose two sets of observations from the earlier stages

of the IRIS mission to ensure higher sensitivity and lower

noise levels. The datasets used in this work are in sit-

and-stare mode, which increases the signal-to-noise ratio

of the observations and provides higher Nyquist sam-

pling frequency.

The two UV spectral lines of interest have different

shapes – the Mn I 280.1 nm line has a simple absorp-

tion profile, whereas the Mg II h & k lines have a com-

plicated, typically double-peaked shape due to the high

opacity non-equilibrium effects at chromospheric heights

(Tousey 1967). We adopted different fitting approaches

to extract the physical parameters from the two spectral

lines. The Mg II h & k lines are fitted with the IDL rou-

tine iris get mg features lev2.pro, part of the SSW IRIS

reduction routine suite. This procedure relies on deriva-

tive estimates and subpixel interpolation to calculate the

locations and amplitudes of the features of the Mg II h

& k lines (described in detail in Pereira et al. 2013). In

this work we concentrate our analysis on the properties

of the k3 and h3 features, which are the central extrema

(global maxima or a local minimum) of the line profile,

that is always present, even in the plage region (Tousey

1967). The Mn I 280.1 nm line is situated between the

Mg II k and h lines that produce a sloped background

continuum. We used the IDL routine gaussian fit to fit

a combination of a Gaussian plus an inclined line on

the wavelength range of ± 0.03 nm around the line cen-

ter because the Mn I line has a regular absorption line

shape. We derived the line properties from the parame-

ters of the fitted Gaussian profile. Analysis of the Mn I

280.1 nm line and Mg II k feature formed the basis for

the study by Kayshap et al. (2018), where the authors

found clear signatures of wave propagation throughout

the quiet solar atmosphere. The IRIS spacecraft point-

ing jitter during the sequences is negligible, verified by

the cross correlation of individual slitjaw frames.

After deriving the fits of the spectral lines and cal-

culating the resulting Doppler velocities and line-core

intensities, we cleaned the data from non-converged line

fits, which amounted to a few percent of the total fits.

We first removed any non-converged fit values by replac-

ing them with a 3×3 pixel median filter that excludes

nearby non-converged fits pixels. We further smoothed

out any discontinuities in the temporal domain in the

velocity signal which are above the local sound speed

1 https://iris.lmsal.com/data.html

(7 km s−1) with a 3×3 pixel median filter, which corre-

sponds to a 0.5′′× 27 seconds kernel for the plage and

to a 0.5′′× 51 second kernel for the internetwork. The

Nyquist frequency of our data is 29 mHz for the in-

ternetwork and 51 mHz for the plage dataset. In the

analysis in Section 3 we show that the frequencies con-

taining valuable information are between 5 and 20 mHz,

well below the Nyquist frequency. The spatial smooth-

ing over 0.5′′ does not affect the estimated wave proper-

ties, as previous work utilizing high resolution data (e.g.

Vecchio et al. 2007) has shown that the coherence scale

of the velocity signals in the chromosphere is of simi-

lar spatial scale (see the bottom two rows of Figure 1).

The resulting data products from the aforementioned

reduction procedures are presented in Figure 1. The

left column shows an internetwork region and the right

one presents a plage region, both observed near to the

disc center. Because the lower part of the plage field of

dataset field of view is occupied by an internetwork, we

exclude this part from the plage analysis. In particular,

we use the slit locations between pixels 400 and 705,

which are marked in the right column of Figure 1 as the

green (red) lines. For the internetwork, we use the full

extent of the slit.

2.2. Processing of the IBIS data

This study uses data from the Interferometric BIdi-

mensional spectrograph (IBIS, Cavallini 2006) instru-

ment acquired during the ALMA coordinated observing

campaign on 2017 April 23. The observed region was

centered on the leading edge of AR 12653. The FOV was

96′′and included regions of plage, internetwork, network

and penumbra. These observations were taken between

17:25-18:12 UT and include scans of the Na I D1 589.6

nm and the Ca II 854.2 nm line, consisting of 24 and 27

points in each line respectively, which were described in

detail in Hofmann et al. (2022). This data series has a

temporal cadence of 16 sec and spectral resolution of at

least R & 200,000 (Reardon & Cavallini 2008). The line

cores were more densely sampled than the wings of the

spectral lines because the core region is used for deriving

the quantities used in this study (Doppler velocities and

line-core intensities). The IBIS data processing is de-

scribed in detail in Molnar et al. (2019), where we have

applied the standard reduction techniques of removing

instrumental and atmospheric image aberrations and de-

stretching the resulting data to the HMI whitelight (at-

mospheric seeing-free) reference. In this work we use the

datasets starting at 15:54 UT and 16:37 UT, which were

taken under conditions of good seeing.

3. PROPERTIES OF THE OBSERVED POWER

SPECTRA
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We studied the wave dynamics in the observed chro-

mospheric diagnostics by analyzing their power spectra.

The power spectra are derived for each pixel in the se-

lected interval along the slit from the squared absolute

value of the Fourier transform of the time series, giv-

ing us the power spectral density (PSD) of the data.

The power spectra of the IRIS data exhibit ubiquitous

power law shapes at frequencies above the acoustic cut-

off present in all chromospheric and photospheric ob-

servables. These power laws exhibit similar behavior to

those previously observed in the chromosphere, for ex-

ample in Reardon et al. (2008) and will be further dis-

cussed further below. The average shapes, slopes and

other properties of the power laws are presented in this

section.

Solar Feature Slope Noise floor 〈v2〉
Spectral line [(km/s)2/mHz] [(km/s)2]

IN Mn I −3.56+1.02
−0.89 3.2+2.1

−1.3 10−4 0.18+0.12
−0.065

IN Mg II k3 −2.33+0.85
−0.91 1.1+1.7

−0.5 10−2 1.76+0.97
−0.55

Plage Mn I −3.09+0.88
−0.81 4.0+0.9

−0.6 10−4 0.02+0.03
−0.005

Plage Mg II k3 −1.22+0.90
−0.86 1.7+0.9

−0.6 10−2 2.31+1.18
−0.98

Table 2. Average PSD properties of the observed solar re-
gions in the two IRIS lines (Mn I 280.1 nm and Mg II k3)
with the 10th/90th percentile quoted. The amount of oscilla-
tory velocity power is calculated between 5 and 20 mHz with
the white noise subtracted. The calculation of the properties
is described in detail Section 3.

Figure 2 presents the average power spectral profiles

(PSDs) and their derived properties for the different so-

lar regions and spectral diagnostics. The average power

spectra for the different solar regions are shown in the

top panel. The internetwork data exhibits the typical 3
minute (5 mHz) peak in both the Mn I line (lower chro-

mosphere) and the Mg II k line (upper chromosphere).

This can be seen clearly from the last two rows of Fig-

ure 1, where the velocity diagnostics of the quiet sun ex-

hibit regular pattern with the time scale of about 3 min-

utes. The plage data exhibits a peak at lower frequen-

cies, around the 3 mHz (5 minute) oscillations (as pre-

viously shown by de Pontieu 2004; Morosin et al. 2022;

Sadeghi & Tavabi 2022), which is more pronounced for

the lower chromospheric diagnostics. Furthermore, the

Doppler velocity observations in the plage (last two rows

of Figure 1) do not seem to exhibit the clear oscillatory

pattern seen in the internetwork data, which results in

a less well defined peak in their Doppler velocity power

spectra.

Zaqarashvili & Skhirtladze (2008) have suggested that

the lower frequency peak in the velocity PSD in the

Figure 2. Observed power spectra and their power law
properties for the different solar regions and spectral diag-
nostic. Top Panel: Average power spectra. Middle Panel:
Histograms of the slopes of the fitted power laws. Bottom
Panel: Histogram of the white noise floors for the different
diagnostics. The color coding is consistent throughout the
paper. The analysis of the data presented in this figure are
described in detail in Section 3.

plage regions might be a signature of the kink wave fre-

quency in the chromosphere. However, we did not find a

clear correlation between the cotemporal magnetic field

strength in the photosphere measured by SDO/HMI

(Schou et al. 2012) and the peak of the plage velocity

PSD, as suggested from the behavior of the kink-wave

cutoff. We intend to extend this study to look for the sig-

natures of the kink-wave cutoff frequency complemented

with chromospheric magnetic field measurements from
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DKIST (Rimmele et al. 2020) combined with IRIS ob-

servations in a following publication.

To quantify the usable range of frequencies for our

analysis we calculated the white noise floor, that is

clearly seen in Figure 2 Panel (a) as the flat, frequency-

independent signal at high frequencies. We compute the

white noise floor as the median power above 25 mHz

frequency. This noise-frequency cutoff is outside of the

frequency range used for the wave-power analysis. The

white noise floor distributions of the different solar re-

gions are shown in the Figure 2 Panel (c). Similarly to

the results in Paper I, we observed that the white-noise

floor is slightly higher for the plage when compared with

the internetwork regions. We also found that the Mg II-

derived diagnostics have a higher white noise floor com-

pared with the Mn I ones. This trend might be due

to the measurement technique and/or the nature of the

chromospheric lines in question, as the Mg II lines have a

complex shape that requires an elaborate fitting routine

(Pereira et al. 2013). By examining the mean frequency

when power rises above the white noise level, we defined

the meaningful frequency region of the PSDs to be used

for further analysis to be 20 mHz for internetwork re-

gions and 12 mHz for the plage regions, because white

noise dominates above those frequencies, as clearly seen

in panel (a) of Figure 2.

We perform linear fit on the log-log representation of

the velocity PSDs to estimate the power law slopes. The

middle panel of Figure 2 presents the power law slopes

of the observed PSDs for the different regions of inter-

est. For the plage regions we fit the data between 3

and 12 mHz, and for the quiet Sun we fit the interval

between 5 and 20 mHz, due to the different levels of

white noise, discussed in the previous paragraph. The

dotted lines show the median of the power law slope dis-

tributions. The power laws of the diagnostics formed in

the lower chromosphere exhibit steeper slopes compared

to the ones formed in the upper chromosphere. Inter-

estingly, for both IRIS lines the plage exhibits steeper

power law slopes than the internetwork regions, simi-

larly to the behavior of the Ca II IR line in Paper I. The

slopes of the vertical velocity PSDs are signatures of the

wave environment in the chromosphere and they are a

crucial dynamic constraint for realistic rMHD models of

the solar chromosphere.

Figure 3 shows the integrated Doppler velocity oscil-

latory power between 5 and 20 mHz in the Mn I and the

Mg II k3 features as the blue distributions. We analyzed

only these frequencies, because waves with these period-

icities, above the acoustic cutoff frequency (about 5 mHz

in the solar photosphere), will be able to propagate up-

ward. The acoustic cutoff frequency varies across the so-

lar atmosphere (Felipe et al. 2018; Jefferies et al. 2019),

being lowered at locations with strong magnetic field

concentrations (Heggland et al. 2011), but our choice to

exclude the power between 3 and 5 mHz is a conservative

estimate of the wave flux, which will not change the end

result by more than a factor of about two, which is not

enough to change the conclusions of this work, as shown

in Section 6. We also degraded the resolution of the

synthetic data down to the resolution of the IRIS and

IBIS instruments to take into account their diffraction

limits.

We also included the amount of oscillatory power from

the optical lines of Na I D1 and Ca II 854.2 nm ob-

served with IBIS. In all cases, for both IRIS and IBIS

diagnostics, we have subtracted a local estimate of the

high-frequency white noise component for each pixel,

following the noise estimation procedure described in

the previous paragraph. Those IBIS observations were

obtained on a different day and region than the IRIS

data analyzed here, but we applied feature-selection cri-

teria described in Paper I, making for a suitable statis-

tical comparison between these diagnostics. In Figure 3

the blue distributions are derived from observations, and

the green ones from simulations, which will be described

in Section 4.2. The average values of the IRIS velocity

fluctuation power are summarized in Table 2.

An increase in the amount of velocity oscillatory power

is observed with increasing height in the observations in

Figure 3, where the spectral diagnostics are arranged in

order of increasing height of formation. This is presum-

ably due to the steeply decreasing density with height in

the solar atmosphere, leading to increasing wave ampli-

tudes, even though the actual wave flux maybe decreas-

ing with height. We also note that the absolute amount

of observed line-of-sight velocity oscillations is higher in

the internetwork in the lower chromosphere compared

with the plage regions. However, in the middle and up-

per chromosphere the difference in the amount of veloc-

ity oscillation between the internetwork and the plage

almost diminishes.

The Na I D1 line velocity data agree well with the

velocity data from the Mn I 280.1 nm line, which is un-

surprising given that both lines are formed at similar

heights on average (Leenaarts et al. 2010; Pereira et al.

2013). The Ca II 854.2 nm line shows velocity fluctua-

tion amplitudes between the Mn I and Mg II k3 feature.

This confirms that the resulting wave amplitudes, com-

ing from different spectral lines is self-consistent and

presents a uniform physical picture of the amount of

wave amplitude in the solar atmosphere.
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Figure 3. Integrated Doppler velocity oscillation power be-
tween 5 and 20 mHz in the IRIS and IBIS diagnostics in the
two different solar features (see Section 3), after subtraction
of the white noise floor. The ordering of the spectral lines
reflects their relative average height of formation in the so-
lar atmosphere. The blue distributions are real observations,
whereas the green distributions are Bifrost-derived synthetic
observables.

4. ACOUSTIC WAVE PROPAGATION IN SOLAR

SIMULATIONS: 1D VS 3D MODELS

The energy flux Fac of propagating acoustic waves

with frequencies between νac (the acoustic cutoff fre-

quency) and an upper-limit frequency ν1 can be derived

from observations with the following expression (follow-

ing the derivation in Bray & Loughhead 1974; Bello

González et al. 2009):

Fac = ρ

ν1∑
ν′=νac

〈
v2obs(ν

′)
〉

T 2(ν′)
vgr(ν

′) (1)

where ρ is the plasma density at the formation height

of the observed diagnostic;
〈
v2obs(ν

′)
〉

is the observed

velocity variance at frequency bin ν′; T (ν′) is the atten-

uation coefficient due to the finite thickness of the for-

mation region of the spectral line (Mein & Mein 1976);

vgr(ν
′) is the group velocity of the wave mode at fre-

quency ν′. To estimate the wave energy flux, we have

to evaluate the terms on the right side of Equation 1

from models or observations. The quantity
〈
v2obs(ν

′)
〉

can be obtained from the observations as described in

Section 2. The other three quantities however need to

be estimated from numerical models, as we describe in

this Section.

We extend previous analyses (Fossum & Carlsson

2005; Wunnenberg et al. 2002; Sobotka et al. 2016) to

compare the differences between 1D models (FAL, RA-

DYN) and 3D models (Bifrost). In comparison with

1D models, the Bifrost model includes additional phys-

ical processes (dynamical evolution, shock formation,

detailed radiative transfer and non-equilibrium ioniza-

tion of hydrogen) which produce a wealth of small-scale

phenomena. This approach allows for self-consistent

description of wave propagation in the chromosphere,

avoiding some of the problems with 1D modeling de-

scribed in Ulmschneider et al. (2005). Previous work

by Fleck et al. (2021) compared the general wave prop-

agation properties in 3D MHD simulations, including

Bifrost, and found a lack of general agreement among

the different models. We note that those authors did not

explore the observational signatures of high-frequency

wave propagation in the chromosphere, which is the cen-

tral topic of this paper.

4.1. RADYN models

We use the same RADYN (Carlsson & Stein 1992;

Allred et al. 2005, 2015) runs presented in Paper I to

interpret the IRIS observations. The initial RADYN

atmospheric model used was an IN atmosphere model

with 191 grid points. The model has a piston-like lower

boundary condition that acts as a sub-photospheric

wave driver and an open upper boundary with constant

temperature of 1 MK. RADYN self-consistently solves

the equations of radiative transfer, statistical equilib-

rium, and the hydrodynamic equations, where the code

can take into account the time dependent ionization.

Furthermore, the RADYN code treats in non-LTE the

transitions of hydrogen, calcium, and helium with 6, 6,

and 9 level atom models respectively.

We synthesized time series of spectral line profiles

from these models. Based on these synthetic observ-

ables, we estimated the line displacements and inten-

sities described in the further analysis. To synthesize

the Mn I, and the Mg II spectral diagnostics studied

throughout this work, we use the RH 1.5D code (Uiten-

broek 2001; Pereira & Uitenbroek 2015). For the synthe-

sis of the Mn I 280.1 nm line, we used the Kurucz line

list database2 (Kurucz 2018) and we synthesized it in

local thermodynamic equilibrium (LTE). We note that

the lines of Mn I exhibit non-LTE effects (Bergemann

2 http://kurucz.harvard.edu/linelists.html
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et al. 2019), but we leave the assessment of importance

of these effects for a future work. To synthesize the Mg II

h & k lines we used the RH code in non-LTE mode with

10 plus one Mg III ground levels and PRD treatment

(the same setup used in Leenaarts et al. 2012).

4.2. Bifrost models

Modern 3D radiative magnetohydrodynamic (rMHD)

codes appear to result in increasing levels of realism of

the simulated solar atmosphere (Bjørgen et al. 2019).

To leverage the advantages of multidimensional rMHD

simulations, we use the publicly available Bifrost data

cubes3 of enhanced network en024048 hion (Gudiksen

et al. 2011; Carlsson et al. 2016). In this simulation

we utilize the quiet regions as realizations of quiet Sun

internetwork and the more active network as representa-

tive of plage regions. We further employed the publicly

available radiative transfer products for the Mg II h &

k and the Mn I 280.9 nm lines which are synthesized

with the RH 1.5D code and publicly available for the

enhanced network en024048 hion (Pereira et al. 2013).

We also synthesized the Ca II 854.2 nm and Na I D1 lines

with RH 1.5D in nLTE. We used a 6-level model atom

for the Ca II 854.2 nm line, including a Ca III ground

state; for the Na I D1 line, we used a model atom with

4 levels which includes a Na II ground state.

Before proceeding with the analysis of the spectral

synthesis products, we note a few deficiencies of the

Bifrost models, which should be kept in mind while

interpreting the following results. First, the UV solar

spectrum is not well reproduced, with spectral features

lacking in intensity and width (Pereira et al. 2013). As

discussed previously in Carlsson et al. (2016), this might

be due to a combination of factors, like insufficient heat-

ing in the chromosphere and corona and the lack of

small-scale motions in the simulated atmospheres. The
other major drawback of these models is the presence

of global oscillations over the whole simulation domain

with velocity perturbations on the order of a few km/s in

the lower chromosphere, accompanied by density fluctu-

ations on the order of 20 percent (described previously

in Carlsson et al. 2016; Fleck et al. 2021). We have at-

tempted to remove the signature of these wave modes in

our analysis by filtering them in temporal Fourier space,

given their periods are lower (about ten minutes) com-

pared with the periods of interest in this paper and are

coherent over the whole domain.

4.3. Properties of the synthetic observables from

Bifrost

3 Available at http://sdc.uio.no/search/simulations.

Figure 4 shows the formation properties of the Mn I

280.1 nm line (top panel) and Mg II k3 (middle panel)

in the enhanced network Bifrost simulation. Panels (a)

and (e) show the height of optical depth unity, referred

to as the height of formation of the spectral line. These

panels indicate that the two spectral lines are formed at

significantly varying heights in the atmosphere at differ-

ent locations in the FOV, as previously shown in Pereira

et al. (2013). This spread of the height of formation is a

significant contribution to the broad distribution of den-

sities at the τ=1 heights, which are shown in Panels (b)

and (f). This raises the question of the applicability of

the approach based on inferring the acoustic flux using

a singular density value for a given spectral line. Addi-

tionally, the effective height of formation of a spectral

line may change as the atmospheric properties evolve

in time. The amplitude of this effect is illustrated in

panels (c) and (g) which show for each line the ratio

of the difference between the 10th and 90th percentile

of the temporal density variation to the time-averaged

plasma density at the height of formation for each pixel.

We note a strong temporal variation of the density at

the height of formation with time on the order of a fac-

tor of few for the same temporal location, similarly to

Felipe et al. (2023). This change is due to the pass-

ing wave fronts and the different amplitudes are due to

the significantly different properties of formation of the

diagnostics in the two regions. For the Mn I line, the

density of formation changes by an order of magnitude

in internetwork regions over time, but relatively less in

the enhanced network regions. For the Mg II k line, we

see that the density changes most significantly along the

fibrilar structures, connecting the two magnetic regions

in the simulation domain.

Based on the spectral synthesis of the two UV and

the two optical lines, we computed τ=1 plasma density
histograms for each spectral line from the first snapshot

of the simulation. Panel (i) shows that the densities at

the τ=1 heights exhibit wide distributions that present

a challenge for the computation of the wave fluxes. If we

examine indicative enhanced network (magenta squares

in Panels (a) and (e)) and internetwork (green squares in

Panels (a) and (e)) structures we find that those regions

exhibit almost constant density inside the small boxes.

The average of the density from those regions could be

used as the representative of the values to be used in

Equation 1 when estimating the acoustic fluxes. This

strong dependency of the density on the particular solar

region, further described in Section 5, makes providing

an accurate model for every solar feature crucial for the

accurate estimation of the wave flux.

http://sdc.uio.no/search/simulations
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Figure 4. Results from the Bifrost spectral synthesis. The top row shows diagnostics derived from the Mn I 280.1 nm line
and the middle row shows those for the Mg II k3 feature. Panels (a) and (e) show the time-averaged height of optical depth
unity of the line core, panels (b) and (f) the time-averaged density at optical depth unity for the line core; panels (c) and (g)
show the ratio of the plasma density change over time to the mean plasma density at the formation height of the spectral lines,
and panels (d) and (h) the acoustic flux at the formation height of the spectral line. The green and magenta squares in panels
(a) and (e) are the representative regions that we equate to internetwork and plage regions in our observables in the following
analysis. The bottom left panel (i) shows the distributions of the density at the height of formation in the simulation for the
different diagnostics; the bottom right panel (j) shows the distributions of the acoustic flux at the height of formation of the
diagnostics.
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The acoustic wave flux present in the simulation cube

can be computed at different heights as the plasma con-

ditions are known. Due to the varying formation condi-

tions of the diagnostics, described in the previous para-

graph, we estimated the average height of formation for

each spectral line separately for each column of the sim-

ulation. Based on the average height of the column, we

extracted the average plasma density and the amount

of vertical velocity oscillatory power between 5 and 20

mHz at that height in the simulation. Based on these

estimates, we computed the average wave flux at the

local formation height of the spectral lines. The result-

ing acoustic wave-flux distributions for all spectral lines

are presented in Panel (j) of Figure 4. The amount of

acoustic flux with height decreases significantly, in con-

trast to the almost constant amount of wave flux in the

1D RADYN chromosphere (Fossum & Carlsson 2006).

This is the typically observed behavior of the wave flux

with height, as hinted by previous observations (e.g.,

Abbasvand et al. 2020b). The amount of acoustic wave

flux in the Bifrost simulation chromosphere resembles

the results based on the RADYN models in Paper I,

but exhibit a more realistic decrease of the wave flux

with height (Ulmschneider et al. 2005). This is further

described in detail in Section 4.3.

Based on the spectral profiles computed from the

Bifrost simulation, we measured the Doppler velocities

using the same procedure as for the real observations,

described in Section 2.1. We have also subtracted a

white-noise estimate, derived as frequency independent

at high frequencies of the power spectrum. We com-

pare the amounts of Doppler velocity fluctuations in the

real data (blue distributions) and the simulations (green

distributions) in Figure 3. The data for the simulation

results are based on the aforementioned green and pink

regions in Figure 4. The simulations seem to exhibit

significantly higher velocity oscillation power than the

actual Sun, often up to a magnitude more.

The acoustic wave energy propagating through the

chromosphere appears to be mostly dissipated by the

time it reaches the height of formation of the Mg II k3

feature (see Figure 4 Panel (h)). in the simulations. This

is further illustrated in Figure 5, where the height depen-

dence of the acoustic flux in the internetwork and mag-

netic concentration regions are shown. The amount of

velocity variance is also shown in Figure 5 as the dashed

lines. We can see that the amounts of vertical velocity

oscillatory power in the internetwork and the plage are

similar in the photosphere, but in the chromosphere the

internetwork has higher velocity oscillation power by a

factor of two. However, when taking into account the

slightly lower density at chromospheric heights for the

Figure 5. Height variation of the acoustic flux and verti-
cal velocity fluctuation amplitude between 5 and 20 mHz in
the Bifrost model for internetwork (green) and plage regions
(red). The solid (dotted) lines show the wave flux (velocity
fluctuation). The regions of the simulation used are shown
in Panels (a) and (e) of Figure 4 as the colored squares.

internetwork, compared with the enhanced network, we

found that the velocity amplitudes are almost the same

over a large range of heights.

This analysis shows the drawbacks of using 1D atmo-

spheric models to infer the wave fluxes. First and fore-

most, perturbative approaches (such as Bello González

et al. 2009; Abbasvand et al. 2020b) cannot account

for the atmospheric properties changing significantly be-

tween different solar features. There has been previ-

ous work by Fossum & Carlsson (2005, 2006) that used

time-dependent 1D HD RADYN models to infer wave

fluxes from the TRACE observations, but these authors

did not use differing starting atmospheric models to

study the behavior of different solar features; or have

used multiple 1D semi-empirical static models (Sobotka

et al. 2016). Furthermore, the analysis of the 3D mod-

els shows that the high-frequency waves do not over-
saturate the chromosphere with acoustic power as in the

1D case (Ulmschneider et al. 2005).

A key property that affects the estimation of the

acoustic flux is the plasma density. We do not argue

about the veracity of the conclusions in either approach,

as the reliability of 3D models to represent the wave

dynamics of the solar atmosphere is still under debate

(Fleck et al. 2021). Furthermore, the too-weak spectral

lines in the synthetic spectra are most probably due to

low densities in the Bifrost simulations (Carlsson et al.

2016). In the next section, we compare the different

modeling approaches, quantifying their systematic dif-

ferences, which might explain some of the discrepancies

among the previous results for acoustic flux estimates.

5. SYSTEMATICS OF ACOUSTIC WAVE FLUX

ESTIMATION FROM 3D VS 1D MODELS
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Figure 6. Comparison of the synthetic Doppler velocity fluctuations in the Mn I line and Mg II k3 feature and the wave fluxes
at the corresponding heights in the model atmospheres. The top presents the following Mn I 280.1 nm derived diagnostics: panel
(a) shows the measured synthetic Doppler velocity fluctuations between 5 and 25 mHz; panel (b) shows the vertical velocity
oscillatory power between 5 and 25 mHz in the Bifrost simulation at the τ = 1 height for each column; panel (c) shows the
acoustic flux as measured in the simulation at the τ = 1 height for each column, and panel (d) shows the scatter plot between
the quantities in (a) and (c). The bottom row shows the same features, but for the Mg II k3.

The spectral synthesis of observables from numerical

solar models provides us with a direct way to exam-

ine how the variations in measured diagnostics relate

to the actual changes in atmospheric plasma properties.

In this section we examine the behavior of the follow-

ing components of Equation 1 in different modeling ap-

proaches: (i) atmospheric velocity at height correspond-

ing to the observed Doppler velocity measurement and

what is the source of the observed velocity fluctuations

– true plasma motions or rather changes in the τ=1 sur-

face; (ii) what is the density at the height of formation

associated with the oscillatory signal; and (iii) what is

the transmission coefficient in different regions of the

solar atmosphere. We compare the results from the 3D

Bifrost simulations with previous results from RADYN

and FAL atmosphere-based modeling (Fontenla et al.

2011). Such comparison allows for estimating the sys-

tematic errors that are introduced by using a particu-

lar modeling approach. This is an important aspect of

these studies that has not been well constrained previ-

ously. We demonstrate that specific choices made for

the height of formation, density, and transmission coef-

ficient can drastically change the conclusions from these

of studies.

5.1. Measuring velocity fluctuations, but where?

The analysis in Section 4.3 shows that the Doppler ve-

locity signals derived from synthetic spectral lines orig-

inate from a height that can change with time and de-

pending on the underlying solar feature. Hence, we need

to determine at which height the Doppler velocity sam-

ples the true vertical velocity field most closely.

To constrain to which height the observed Doppler

velocity relates to, we calculated the Pearson correla-

tion coefficient between the observed Doppler velocity

and the plasma vertical velocity. The highest correla-

tion coefficient values were found at the heights of the

time-averaged optical depth unity which confirmed our

previous calculations.

We compared the Doppler velocities in the synthetic

spectral observations with the acoustic flux at the τ = 1

height of formation of the spectral line. The results are
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shown in Figure 6, where the first row is for the Mn I line

and the second row is the Mg II k3 feature. Optimally,

there would be a direct mapping between v2obs and the

wave energy flux, which would imply that the estimation

of the density and the attenuation coefficient should be

straightforward.

For both spectral lines, there is a good agreement

between the distribution of the observed synthetic ve-

locity oscillations and the true vertical velocity oscilla-

tions at the line height of formation in the solar atmo-

sphere. Panels (a) and (b) of Figure 6 show the observed

Doppler velocity and the velocity at the time-averaged

τ=1 height for the Mn I 280.1 nm line. Panels (e) and

(f) show the same for the Mg II k3 feature. On aver-

age the observed Doppler velocity fluctuations are lower

than the true vertical plasma velocities in the solar at-

mosphere. This is due to a Doppler velocity attenuation

effect that smears out the vertical velocity signal in the

solar atmosphere. It is caused by a combination of mul-

tiple phases of the acoustic waves might be present in

the width of the formation region as well as the chang-

ing line height of formation (Mein & Mein 1976). This

observed decrease of the wave amplitudes is described

by the T coefficient, discussed further in Section 5.3.

The total amplitudes of the velocities derived from the

synthetic observables are on average lower by a factor of

two to four, due to the attenuation of the signal.

However, when we compute the acoustic fluxes at the

time-averaged τ = 1 surfaces of the simulations, we see

that the correspondence with the velocity amplitudes is

mostly nonexistent (panels (c) and (g)). This is due to

the fact that the other major component of the acous-

tic flux calculation is the density. The density at the

height of line formation varies significantly in the dif-

ferent regions of the chromosphere, as shown in panels

(b) and (f) in Figure 4. In particular, these subfigures

show us that the local density changes by more than an

order of magnitude between the quiet and enhanced net-

work regions. This can be understood as in the hotter

(network) regions, the diagnostics are formed at a lower

height and on average at higher column mass (Fontenla

et al. 2011). The density variation is significantly higher

than the variation of the amplitudes of the observed ve-

locity fluctuations in the simulations.

This strong spatial variation of plasma properties re-

sults in the poor correlation between the observed syn-

thetic velocity oscillation power and the acoustic flux at

the line formation region, as shown in panels (d) and

(f) of Figure 6. The correlation is marginally better for

the case of the Mg II k3 feature. The relatively smaller

change of the density of formation in the case of the up-

per chromospheric Mg II k3 leads to a better correlation

between the synthetic observed velocity fluctuations and

the acoustic flux in the atmosphere.

The conclusion from Figure 6 is that the variations

in the formation height of the spectral lines in differ-

ent features is a significant effect when estimating the

wave flux in the solar atmosphere, as that will alter the

observed wave velocity amplitudes and local densities.

Using fixed values for the density will produce results

that do not correspond to the true flux at the forma-

tion region of the spectral lines. Optimally, we would

take this into account when estimating the acoustic flux

by employing different densities. However, as we dis-

cuss in the following section, sufficient knowledge of the

local densities in the chromosphere and their range of

variation, is still lacking.

5.2. Chromospheric density estimates are model

dependent

Figure 7. Density at the line formation height for the Mn I

280.1 nm line and the Mg II k3 feature from different wave
modeling approaches labeled on the abscissa. The top panel
(a) shows the results for the Mn I line and the bottom panel
(b) for the Mg II k3 feature. The data points overlaying
the Bifrost density distribution correspond to internetwork
(blue) and enhanced network (red) regions shown in Figure 4
sampled every 200 seconds.
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Density is the quantity with the highest degree of vari-

ability in estimating the acoustic flux in the chromo-

sphere, due to its highly corrugated and dynamic struc-

ture (Carlsson et al. 2019). As alluded in the previous

subsection, the density at the formation location of the

same diagnostics in different regions of the solar atmo-

sphere changes by a few orders of magnitude, as illus-

trated in panels (b) and (f) in Figure 4. In this section

we discuss the intrinsic variability of the plasma den-

sity at the height of spectral line formation in the dif-

ferent modeling approaches. The variability described

here is due to the different line formation conditions in

the model atmospheres, not the intrinsic changes due to

the wave perturbations per se.

Figure 7 shows the distribution of plasma densities at

the τ = 1 surface for the Mn I 280.1 nm line in panel (a)

and the Mg II k3 feature in panel (b) for different mod-

eling approaches. The three different models described

here are: Bifrost 3D rMHD simulations described in Sec-

tion 4.2; the RADYN models described in Section 4.1;

and the FAL11 semi-empirical 1D hydrostatic models,

described in Fontenla et al. (2011). We use the lat-

est FAL models, since they reproduce the average solar

spectra to the best extent, but are in essence very simi-

lar to other 1D semi-empirical atmospheric models used

in previous acoustic wave studies.

For the Bifrost rMHD model, we extracted the cor-

responding densities at every 5th spatial pixel in both

spatial dimensions at 200 second intervals. The distri-

bution of the Bifrost densities are presented as the gray

distribution in Figure 7. We also calculated the densities

at the two regions of internetwork and active network,

marked as the squares in Figure 4. We plotted them over

the full Bifrost distribution with the blue (internetwork)

and red (active network) markers. The formation of the

lines in the active network is at higher average plasma

densities, which agrees with the previous discussion in

Section 4. For the RADYN models, we calculated the

Mn I and the Mg II lines for the model 3000 run from

Paper I for every temporal step, where we have excluded

from the synthesis the relaxation time of the simulation.

We calculated the density from the other models pre-

sented in Paper I that have increasing wave strength,

but the results were similar to the ones presented here.

The FAL models A-P, increasing in activity from very

quiet internetwork to plage core, are shown with the

colored circles on the right. The relative warmth of the

color of the marker signifies increasing activity level.

The different modeling approaches produce very dif-

ferent estimates for the plasma density at the line for-

mation region, as shown in Figure 7. In particular, the

Bifrost models exhibit a high level of intrinsic variation

of the density in the different solar features. In the case

of the Mn I line, the RADYN-derived density corre-

sponds to the quietest FAL models, which is not sur-

prising, given the initial RADYN atmosphere was based

on a relaxed FAL B like model. Comparing the Bifrost

density estimates with the 1D model ones, we observed

that mostly the active network regions have mostly sim-

ilar density to the ones retrieved from the FAL-based

modeling. In the internetwork, the Bifrost models esti-

mated that the density of formation is significantly lower

than the one derived from the FAL models, but at some

points they exhibit high densities, similar to the ones

seen in the enhanced network.

In the case of the Mg II lines, the RADYN models ex-

hibit densities closer to those of the hotter FAL models,

opposite from what is seen in the Mn I 280.1 nm line

case. However, the more self-consistent Bifrost simula-

tion exhibits significantly lower density than either FAL

and RADYN simulations for both enhanced network and

internetwork.

Using the values of Bifrost simulation-derived densi-

ties for flux estimates would lead to lower inferred chro-

mospheric wave fluxes when compared with using values

based on the FAL models. We do not dispute which den-

sity values are more accurate, as the Bifrost models still

lack heating and sufficient density in the chromosphere

to properly reproduce the observed spectral profiles. In-

stead, we highlighted the systematic biases in different

wave flux estimates based on the models used. The large

spatial and temporal spread in densities in the more dy-

namic rMHD models does further indicate the use of a

single or few values of density in computing wave fluxes

is likely an oversimplification that leads to significant

uncertainties.

5.3. Uncertainty of the transmission coefficient

The attenuation coefficient T is the last model-

dependent parameter in estimating the wave flux. We

define T in this work as the ratio of the standard de-

viation of the observed and actual atmospheric vertical

velocities. We take a frequency-averaged approach, as

previous work in Paper I calculated T as a function

of frequency and showed that most of the power is at

the lower frequencies. To examine its variation in the

Bifrost simulations, we calculated the ratio of the stan-

dard deviations of the Doppler velocities, derived from

the synthetic observations, and the vertical velocities

in the simulation at the time-averaged height of the

τ = 1 surface. We have filtered the vertical velocities in

Fourier space leaving the frequencies between 5 and 20

mHz. We adopt an averaging of the velocity fluctuation

power over the frequency domain for calculating T , dif-
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Figure 8. Attenuation coefficient T maps in the Bifrost simulation for vertical velocity fluctuations between 5 and 20 mHz
(panels (a)-(b)) based on the power spectral density of the observed and true plasma diagnostics (panels (c)-(f)). The top panel
(a) shows the attenuation coefficient in the Mn I 280.1 nm line and the bottom panel (b) shows it for the Mg II k3 feature.
The green and magenta regions correspond to the dark internetwork and enhanced network regions of interest. Panels (c)-(f)
compare the power spectral density of the vertical velocity oscillatory power in the atmosphere at the formation height of the
diagnostic (vsim) and the Doppler velocity oscillatory power in the synthetic observations (vsynth) for the quiet Sun and plage
regions. Note that the solid/dashed lines are the average of the distributions outlined as the colored squares in panels (a) and
(b) and the shaded regions are the 10% / 90 % percentiles of the distributions.

ferent from previous work. This makes it more resistant

to noise at the high-frequency limit, which can con-

tribute to the observed Doppler velocities solely due to

measurement errors. The attenuation coefficient maps

for both Mn I 280.1 nm (panel (a)) and Mg II k3 (panel

(b)) are presented in Figure 8. The attenuation coef-

ficient varies significantly over the simulation domain

and is partially correlated with the type of underlying

solar features.

For the Mn I 280.1 nm line the attenuation coefficient

is on the order of ∼ 0.4 in the internetwork, which might

be expected due to the strong variation in the of heights

being sampled of the Doppler velocity, as discussed in

Section 5.1. In the case of the network regions, the at-

tenuation coefficient is closer to unity due to the fact

that in these regions the height of formation changes

significantly less, as shown in Figure 4 panel (c).

For the Mg II k3, the attenuation coefficient is in gen-

eral higher compared with the Mn I lines. In the quieter

regions the attenuation coefficient is lower (about ∼ 0.6)

and closer to unity in the network regions. In the case

of the Mg II k3 (panel (b) of Figure 8), we see that the

extended fibrilar structures in the simulation are clearly

correlated with a higher transmission coefficient.

Panels (c)-(f) of Figure 8 present the power spectral

density distributions of the synthetic observables and

the actual plasma vertical velocity. In each panel, we

plot the PSD of the vertical plasma velocity at the for-
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mation height of the spectral line (vsim) as well as the

PSD of the Doppler velocity measured in the synthetic

observables for solar region of interest. The lines are

the mean of the PSD distributions and the shaded ar-

eas represent the 10th to 90th percentiles region of the

distributions. For the Mn I line on average the power

spectra of the observed Doppler velocity signals is atten-

uated with a constant shift, as seen previously in Paper

I and discussed in previous work (Mein & Mein 1976;

Bello González et al. 2009). However, for the plage-like

regions the power spectra of the true plasma velocity and

the one of the observed (synthetic) Doppler velocity are

very similar and in some places the true velocity power

exceeds the observed one. This is due to the fact that

the passing wave fronts in the atmosphere introduce a

jump-like change of the height of formation of the diag-

nostics, introducing jump-like signals in the measured

Doppler velocity. This effect cannot be described with

1D semiempirical atmospheric modeling and we believe

that it is important to be included in the accurate esti-

mates of the wave fluxes, as it will increase the attenua-

tion coefficient significantly for brighter regions, leading

to lower acoustic flux estimates.

As is evident, the attenuation coefficient varies sig-

nificantly and may depend in part on the solar feature

being observed. This effect cannot be captured by static

1D models and will be definitely misrepresented by 1D

hydrodynamic time-dependent models, as the obvious

dependence on the simulated magnetic topology of the

solar region helps determine its value. Hence, we be-

lieve that future estimations of the acoustic flux in the

chromosphere should take the complicated nature of the

transmission coefficient into consideration.

6. INFERRING THE ACOUSTIC WAVE FLUX

Spectral line Density ρ [kg m−3] T
QS Na I D1 589.6 nm 6.55 10−7 0.68

QS Mn I 280.1 nm 2.96 10−8 0.37

QS Ca II 854.2 nm 3.15 10−9 0.56

QS Mg II k3 8.55 10−12 0.50

Plage Na I D1 589.6 nm 2.04 10−6 0.91

Plage Mn I 280.1 nm 5.82 10−7 1.03

Plage Ca II 854.2 nm 1.02 10−8 0.89

Plage Mg II k3 5.53 10−11 0.80

Table 3. Density and attenuation coefficient values used for
the acoustic flux estimation derived from the averages of the
corresponding representative regions in Figure 4.

Based on the observational data presented in Sec-

tion 2 and the numerical analysis in Sections 4 and 5,

Figure 9. Acoustic flux in the different solar regions inferred
from the IRIS observations presented in Figure 3. Panel (a)
(top) presents the fluxes inferred for the internetwork region
and the bottom panel (b) presents the fluxes inferred for the
plage region. The straight lines show the acoustic fluxes in
the Bifrost simulation at the respective height for the solar
feature.

we have the required physical quantities to demonstrate

the method for estimating the acoustic flux from the

IRIS and IBIS observations, based on the synthetic ob-

servables derived from the Bifrost models. In Section 5

we showed that the internetwork and the plage regions

exhibit different line formation characteristics, such as

densities, velocity formation regions and attenuation of

the wave signals, within the Bifrost simulation. In par-

ticular, the internetwork exhibits formation of the line

that is significantly lower in density and has a lower

transmission coefficient, compared to the active network

elements.

Despite the variances in density shown in Figure 7

we chose to use the densities from Bifrost to compute

acoustic wave fluxes. The mean formation properties

employed for the different spectral lines are listed in Ta-

ble 3 and were derived from averaging over the repre-

sentative regions (shown as small boxes) in Figures 4

and 8. The attenuation coefficient values we obtained

are significantly closer to unity than what previous au-

thors have cited (Bello González et al. 2009; Abbasvand
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et al. 2020a), which could be due to the different (and

more realistic) modeling approach we employed. How-

ever, this will also lead to significantly lower estimates

of the energy fluxes.

We used the average formation properties, as derived

for regions of the simulation for the observed internet-

work and plage regions described in Section 5. To calcu-

late the wave fluxes, we adopt values of the density and

the attenuation coefficient for the spectral lines sepa-

rately for the two regions (shown as squares in Figure 4).

The values are listed in Table 3.

Figure 9 presents the estimated wave fluxes, based

on the calculated properties of the Bifrost simulations

for the corresponding solar features. The top panel (a)

shows the diagnostics for the internetwork and the bot-

tom panel (b) shows the results for the plage regions.

Overplotted are the Bifrost averaged acoustic flux as a

function of height for the two regions for comparison.

For the case of the internetwork, the observation-

derived values were generally lower than the acoustic

fluxes retrieved directly from the simulations. This can

be traced back to the difference in the observed and

simulated Doppler velocity distributions in Figure 3.

This might be due to a variety of reasons, including

the magnetic field topology, incorrect driving of the p-

modes in the bottom boundary of the simulations (Fleck

et al. 2021) or incomplete physical treatment of the wave

propagation and dissipation.

For the case of the plage observations, we saw that

the lower chromosphere diagnostics were orders of mag-

nitudes below the fluxes present in the simulation. Our

modeling approach shows that the two independently

observed lines of Na I D1 and the Mn I 280.1 nm

exhibit almost the same amount of acoustic flux at

the about same formation height, acting as a self-

consistency check. The wave fluxes derived from the

middle and upper chromospheric diagnostics exhibit val-

ues closer to the ones derived from the Bifrost models.

In conclusion, our analysis shows that the observed

Doppler velocities are lower than what were derived

from synthetic line profiles calculated from simulations

in the four spectral lines with formation heights span-

ning the chromosphere. Hence, the acoustic fluxes cal-

culated from the observations, based on the simulation

results, are also lower and likely insufficient to main-

tain the solar chromosphere in its quiescent state. This

conclusion holds for both the quiet and plage chromo-

spheres, compared to their respective radiative losses

(Athay 1976). However, our analysis shows that any

such conclusions are highly model dependent. In partic-

ular, the biggest systematic biases are the estimates of

the (average-value) densities and the attenuation coeffi-

cients.

7. DISCUSSION AND CONCLUSIONS

We present UV observations of waves in the solar chro-

mosphere with the IRIS spacecraft. In particular, we

examined the spectral lines of Mn I 280.1 nm (upper

photosphere/lower chromosphere) and the Mg II k3 fea-

ture (upper chromosphere). Reduction steps, described

in Section 2 enhance the data and the wave signatures

were readily observed. The power spectra of the ob-

served Doppler velocities and line-core intensity oscilla-

tions described in Section 3 exhibit the previously seen

ubiquitous power law distributions. Comparing them

with optical diagnostics from previous studies in the lit-

erature, we find agreement between the oscillatory prop-

erties of UV and optical diagnostics separately observed

with IRIS and IBIS.

To interpret these observations, we relied on the 3D

rMHD simulation Bifrost, that provided us with a de-

tailed model of the lower solar atmosphere. This model

includes detailed physics (non-LTE radiative losses and

dynamic hydrogen ionization) important for wave prop-

agation. We used the synthetic observables from Pereira

et al. (2013) complemented with our own RH15D syn-

thesis to understand the formation of the spectral diag-

nostics in question, described in Section 4. We found

that the average density and heights of formation of the

spectral lines differ significantly between the internet-

work and network regions. Therefore, the height corre-

sponding to the plasma velocity sampled by the Doppler

measurement in these lines also changes with the under-

lying solar feature.

We compared the formation properties of the dis-

cussed spectral lines with other wave-modeling ap-

proaches used in the literature – the RADYN code and

1D semiempirical atmospheric perturbative approaches.

In Section 5, we examined the differing formation prop-

erties resulting from the different modeling approaches

and how they affect the inferred fluxes. In particular, we

discuss how the measured Doppler velocities correspond

to actual atmospheric velocities at different height for

the different solar features in Section 5.1. In Bifrost

we saw a strong a notable separation in the density of

formation for the internetwork and the plage regions.

The density of formation is significantly lower than the

values found in previous work based on 1D semiempiri-

cal models. The value of the transmission coefficient is

also significantly lower for the internetwork than for the

enhanced network regions, too. However, it is signifi-

cantly higher than values used in previous work, leading

to a lower acoustic wave flux estimates.
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Finally, in Section 6 we presented the inferred wave

fluxes based on the physical parameters derived from the

Bifrost simulations shown in Table 3. We used the val-

ues for internetwork and enhanced network separately.

In our analysis the wave fluxes inferred from the obser-

vations are lower than the ones found in the simulation.

In particular, the acoustic fluxes in the lower solar at-

mosphere, around the formation height of Mn I and Na

D1 lines are about a few hundred W/m2. At the for-

mation heights of the Mg II k3 feature, they are on the

order of a few W/m2. These results do not disagree

per se with previous ones in the literature, more than

what would be expected due to the systematic modeling

biases described in Section 5.

Our work provides us with an example how more real-

istic simulations of the solar atmosphere are important

for understanding the solar and stellar chromospheres.

In particular, we show that the observed velocity field

is not directly related to a singular height in the solar

atmosphere. As shown in Figure 6, there is no good cor-

relation between observed velocity amplitudes and the

actual wave flux at the height of formation of the line.

Because the velocity fluctuations are our key observable

for atmospheric energetics, this means that our abilities

to derive the amount of acoustic flux is severely limited.

We show that the density of formation and transmission

coefficients have to be adopted for different solar regions

to be able to infer the acoustic flux.

However, given the complex structuring of the chro-

mosphere, we will remain dependent on 3D rMHD mod-

els and the derived synthetic observables to provide the

basis for determining certain statistical characteristics of

different regions of the complex atmosphere. Yet, this

makes our derivation of values like the acoustic flux de-

pendent on the veracity and accuracy of those models,

which in itself is a challenge to accurately ascertain. It

is necessary to be aware of the uncertainties and sys-

tematic biases carried forward by values based on these

models.

Facilities: IRIS, DST(IBIS).

Software: SolarSoft; Matplotlib (Hunter 2007);

NumPy (Oliphant 2006); SciPy (Virtanen et al. 2019);

h5Py; RH15D (Pereira & Uitenbroek 2015). The Python

and IDL scripts utilized for this project are available on

the public repository of the author: https://github.com/

momomolnar/IRIS wave signatures .
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at NASA Ames Research center and major contribu-

tions to downlink communications funded by ESA and
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Observatory, which is operated by the Association of

Universities for Research in Astronomy, Inc. (AURA),

under cooperative agreement with the National Sci-

ence Foundation. The authors would like to thank the
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ity of the National Science Foundation, operated under
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and in part by a FINESST fellowship with grant num-
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